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ABSTRACT: Cooperativity is a hallmark of spontaneous bio-
polymer folding. The presence of intermolecular interactions
could create off-pathway misfolding structures and suppress
folding cooperativity. This raises the hypothesis that
thermodynamic competitivity between off-pathway misfolding
and on-pathway folding may intervene with cooperativity and
govern biopolymer folding dynamics under conditions per-
mitting large-scale intermolecular interactions. Here we report
direct imaging and theoretical modeling of thermodynamic
competitivity between biopolymer folding and misfolding under such conditions, using a two-dimensional array of proton-fueled
DNA molecular motors packed at the maximal density as a model system. Time-resolved liquid-phase atomic force microscopy
with enhanced phase contrast revealed that the misfolding and folding intermediates transiently self-organize into spatiotemporal
patterns on the nanoscale in thermodynamic states far away from equilibrium as a result of thermodynamic competitivity.
Computer simulations using a novel cellular-automaton network model provide quantitative insights into how large-scale
intermolecular interactions correlate the structural dynamics of individual biomolecules together at the systems level.

■ INTRODUCTION
Since Anfinsen’s pioneering work in 1961, biopolymer folding
has elicited tremendous interest and extensive studies in many
scientific communities.1 It was eventually recognized as one of
the most significant problems in physical chemistry and molec-
ular biophysics.2−5 Almost all kinds of biopolymer-based
molecular machines, produced by either natural evolution or
artificial engineering, are associated with or driven by certain
degrees of folding behaviors.6−22 The past decade has seen
rapidly growing, widespread interest in constructing nanostruc-
tures,23 nanomachines,24 and stimuli-responsive nanomaterials25−27

from biopolymers. In many of these systems, more than millions
of biopolymer molecules are often arranged in a particularly
crowded environment on the nanoscale that entails large-scale,
complex, strong intermolecular interactions. Herein the term
“large-scale” is defined as the property of very high copy
numbers (e.g., 106) with respect to a biopolymer system, in
which complex intermolecular interactions connect all of the
molecules in the system together into a single inseparable
“interaction network”. In living cells, newly synthesized
biopolymers of high copy numbers also have to fold in an
extremely crowded environment. At present, little is known
about how biopolymers fold under these complex conditions.
Such a quest for understanding the folding mechanism of
millions of strongly interacting biopolymers represents the
highest degree of folding complexity studied to date, therefore
presenting a significant challenge.

Biopolymer folding in the bulk of a dilute solution or under
single-molecule conditions is largely governed by cooperativity
in conformational changes.6,7 The presence of large-scale inter-
molecular interactions could create multiple misfolding struc-
tures or make the folding energy landscape more frustrated.8−11

This raises the hypothesis that thermodynamic competition
between off-pathway misfolding and on-pathway folding may
strongly suppress the folding cooperativity and govern the folding
dynamics under conditions permitting large-scale intermolecular
interactions.8 To what extent and in what way could the folding
cooperativity be suppressed by thermodynamic competitivity
arising from off-pathway misfolding? Addressing this problem in a
quantitative manner is essential for comprehending the relation-
ship between off-pathway misfolding and on-pathway folding and,
more importantly, the mechanistic underpinning. In this work,
we attempted to address this issue quantitatively by direct imag-
ing and theoretical modeling of thermodynamic competitivity between
biopolymer folding and misfolding in the presence of large-
scale intermolecular interactions, using a model system consist-
ing of a two-dimensional array of a typical proton-fueled DNA
molecular motor19−21 packed at the maximal density with
respect to the folded state of the molecule. We achieved a
quantitative agreement between experiments and theoretical
modeling in characterizing the misfolding competitivity. Our
study suggests a novel competition−cooperation−condensation
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mechanism for biopolymer folding under large-scale inter-
molecular interactions.

■ RESULTS AND DISCUSSION
Experimental Observations. The model system was

prepared by self-assembly of synthetic thiol-terminated DNA
molecular motors19−21 onto a Au(111) surface via covalent
gold−sulfur bonds at the maximal area density of the folded
structure21 (see Methods). Each DNA chain can fold from a
single-stranded coil (denoted as U) into a four-stranded
structure called an i-motif (denoted as F) upon triggering by
protonation (Figure 1A).28 In the structure of the i-motif,
four tracts of cytidine form two base-paired parallel-stranded
duplexes having their hemiprotonated cytosine−cytosine base
pairs (C:C+) fully intercalated at acid pH.29,30 Because of the
three hairpin loops in the folded structure (Figure 1A inset), its
folding behavior in the absence of intermolecular interactions
already bears higher topological complexity and more
resemblance to protein folding than does that of hairpin
DNA [Figure S1 in the Supporting Information (SI)].12−14

Several variants of the model system have been widely used to
fabricate nanomechanical devices,20,21 switchable nanochannels,22

and stimuli-responsive materials.27

The direct, real-time, in situ observation of biopolymer
folding in the model system was achieved by tapping-mode
atomic force microscopy (AFM) in the liquid phase.31 At the
beginning of folding, a few folding nuclei15 with lower
topographic heights were clearly observed (Figure 1B). The
nucleation was followed by the domain growth of folded areas
(Figures 1−3). In the F domain, where the DNA molecules
were well-folded into native structures, a rhombic lattice of
molecular footprints was identified by high-resolution AFM
imaging (Figure 2F). The observed lattice constant of 26 ± 3 Å

corresponds to the upper limit of the i-motif’s area density. The
measured molecular footprint size of 2.0 nm × 1.3 nm is highly
consistent with the crystal structure of i-motif.30 These results
were further confirmed by a 45° rotation of the AFM scanning
direction (Figure S2 in the SI). The AFM observations provide
direct evidence that the DNA molecules can fold into the native
i-motif structure at the molecular crowding limit. The results
suggest that the overall folding transition resembles the
behavior of crystallization.
Because AFM at high spatial resolution suffers from low time

resolution, we slowed the folding process to match its time
scale with the time resolution of AFM by providing insufficient
protons, allowing the spatiotemporal behavior of folding inter-
mediate states to be captured (see Methods). A typical topo-
graphic image obtained by this approach (Figure 2A) exhibits a
self-organized pattern with ample nanoscale topographic fea-
tures, such as flowerlike nanoclusters, wirelike nanowalls, and
canal-like nanotrenches (Figure 2C−E and Figure S3 in the SI).
The simultaneously obtained phase image32 (Figure 2B) shows
an enhanced image contrast between the intermediate-folding
and well-folded domains; the intermediate-folding molecules in
the brighter areas are softer in stiffness and higher in topo-
graphy than the well-folded molecules in the darker areas. This
result reflects the fact that the overall stiffness of a biopolymer
increases dramatically as it folds into a compact structure.
Taking advantage of the enhanced phase contrast, we were able
to track unambiguously in real time the mesoscopic coarsening
of the F domains, which shows a strong anisotropy in growth
rate (Figure 3A and Figures S4 and S5 in the SI).

Misfolding and Folding Intermediates. To facilitate the
analysis of folding pathways, we define an on-pathway folding
intermediate as a metastable state having no intermolecular
hydrogen bonds and an off-pathway misfolding intermediate as

Figure 1. Direct AFM observations of the folding process of the DNA molecular motor array. (A) Schematic of the model system constructed from a
DNA molecular motor array. The molecules fold into the i-motif structure (F) at pH 4.5 but unfold into single strands (U) at pH 8.5 at room
temperature. The inset shows the native i-motif structure as a simplified stick-and-bead model; only cytosine residues are shown as blue beads.
(B) At the beginning of folding (pH 7), some folding nuclei with lower heights and sizes of ∼0.5 μm (highlighted by the arrows) show up. The
nucleation behavior is a signature of the first-order phase transition. (C) At the middle stage (pH 6), the folded areas begin to coalesce and get
connected. (D) At the late stage (pH 5), the folded areas coalesce into a connected region, setting off the unfolded areas to appear as extruding
islands. The AFM topographic images shown in (B−D) are 5 μm × 5 μm and shown as three-dimensional perspective views.
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a metastable state having nearly no intramolecular hydrogen
bonds. On the basis of conformational analysis of the possible
interactions between neighboring molecules, we hypothesize
two off-pathway intermediates and one on-pathway intermedi-
ate (Figure 4A). The first off-pathway intermediate, I1, repre-
sents the unfolded conformations of DNA chains that form
metastable aggregations by intermolecular hydrogen bonds

between neighbors. The second off-pathway intermediate,
I2, represents the semifolded conformations of DNA chains
looping one or two times and forming aggregated molecular
networks by intermolecular hydrogen bonds. The on-pathway
intermediate, I3, represents the semifolded conformations
of DNA chains looping one or two times by non-native
intramolecular hydrogen bonds and without intermolecular

Figure 2. Nanoscale transient self-organization of the misfolding and folding intermediates arising from thermodynamic competitivity. (A) High-
resolution AFM topographic image showing the coexistence of I1, I2, T23, I3, and F and their self-organized pattern with several distinctive topological
features. (B) Simultaneously obtained phase image of the same area as shown in (A). The T23 interface between the I2 and I3 domains appears softer
than the three intermediates (I1, I2, I3) and F, while the three intermediates are all softer than F. It should be noted that AFM phase imaging is
sensitive to stiffness changes but not topographic changes. (C, D) Enlargements of the indicated areas in (A) that highlight the coexistence of folding
intermediates. (E) High-resolution AFM topographic image showing in detail the flowerlike I1 nanoclusters surrounded by the I2 domains. (F) High-
resolution AFM topographic image observed in an F domain, showing the rhombic lattice of the i-motif’s footprint. (G) Self-organized pattern of the
misfolding and folding intermediates computationally simulated by using the cellular-automaton network model, with coloration resembling that in
the AFM topographic image. The simulation reproduces the topological features observed in (A). (H) The same simulated pattern as (G) with a
different coloration highlighting the areas occupied by different folding states. The qualitative agreement in topological features between (A) and
(G) indicates that the flowerlike nanoclusters, wirelike nanowalls, and canal-like nanotrenches in (A−E) correspond to I1, T23, and F, respectively;
the regions surrounding the I1 nanoclusters but surrounded by the T23 nanowalls correspond to I2; the regions outside of the T23 nanowalls and
directly interfacing with the F domains correspond to I3. T23 emerges at the interface between the I2 and I3 domains and extends to the interface
between the I2 and F domains.

Figure 3. Real-time phase-contrast AFM imaging of the folding process. (A) Coarsening of F domains (blue areas) observed in real time by AFM
phase imaging with enhanced contrast. Image size: 8 μm × 8 μm. (B) Computer simulation of the mesoscopic coarsening of F domains, which
qualitatively reproduces the strongly anisotropic growth of the F domains observed in (A). In both (A) and (B), the F domains show a palmlike
topology and several straight edges arising from the growth anisotropy. Image size: 5 μm × 5 μm. The geometric discrepancy between (A) and (B) is
attributed to the stochastic nature of folding dynamics.
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hydrogen bonds. The thermodynamic stability of I1 is expected
to be lower than those of the other two intermediates because
of the relatively higher conformational entropy. I2 and I3 are
both stabilized by an increased degree of molecular crowding
relative to I1. When a molecular conformation changes from I2
to I3, it has to break most of its intermolecular hydrogen bonds.
We hypothesize that this should lead to an unstable transition
state, T23, that approximates an unfolded coil in conformation
and emerges at the interface between the domains of I2 and I3.
Figure 4B schematically depicts the energetic relationships
among U, I1, I2, T23, I3, and F.
Cellular-Automaton Network Model. To gain insight

into the experimental observations, we performed a computa-
tional modeling study. Because the conformational space of the

model system comprising more than millions of biomolecules
is at least 106 times larger in dimensions than that of a single
biomolecule, any computer simulation based on the existing
Go̅-like2,3,8,9 or all-atom models17 of folding dynamics would
largely exceed the capability of modern supercomputers.
Instead, we established a novel two-dimensional cellular-
automaton33 network (CAN) model in which each biomolecule
is a vertex, Vm, and each intermolecular interaction between two
neighbors Vμ and Vν is an undirected edge, VμVν (Figure 4C).
The state of each vertex, Sm(t), evolves among six basis
vectors {s1, s2, s3, s4, s5, s6} in a six-dimensional state space,
which represent the folding states {U, I1, I2, T23, I3, F},
respectively:
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The stochastic dynamics of the state transitions in Vm from
Sm(t) to Sm(t + dt) are defined by a six-dimensional probability
vector Pm(t + dt), whose components Pm,i(t + dt) represent the
probabilities that Sm(t) changes to Sm(t + dt) = si, where i ∈
{1, 2, ..., 6}. The dependence of Pm(t + dt) on Sm(t) is given by

+ =P St t t tT( d ) ( ) ( )m m m (1)

Here Tm(t) is a 6 × 6 transition matrix whose components can
be expanded in the first-order approximation (see the next section
for the derivation) as

Figure 4. Misfolding and folding pathways and energy landscape. (A) Schematics of the typical conformations of U, I1, I2, I3, and F, displayed as
stick-and-bead models. For clarity, only three molecules are shown for each case, and only cytosine residues are shown as blue beads. Intermolecular,
intramolecular non-native, and native C:C+ base pairs are shown as orange, green, and blue sticks, respectively. (B) Simplified three-dimensional
perspective view of the misfolding and folding energy landscape of individual molecules in the model system. The red line separates the misfolding
regime governed by intermolecular interactions and the folding regime governed by intramolecular interactions. The yellow dashed lines highlight
the significant folding pathways. (C) Geometry of the cellular-automaton network (CAN) model and the core mathematical formulas. (D) Multiplex
misfolding (left frame) and folding (right frame) pathways resolved from experiments and simulations.
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∑ ∑= + θμ
ν
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k

mnk k,
(0) (1)

,
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where Tmn
(0) is the probability that Sμ(t) transitions from sn to sm

as a result of the intramolecular interactions; Tmnk
(1) (θμν) is the

sn → sm transition probability contributed by the intermolecular
interactions between Vμ in state sn and its neighbor Vν in state
sk; θμν is the azimuth of edge VμVν; and m, n, and k ∈ {1, 2, ...,
6}. Under a similar treatment in the first-order approximation,
the total free energy barrier for the sn → sm transition of Sμ(t)
can be expressed as

∑ ∑Δ = Δ + Δ θμ
ν

μν νG t G G S t( ) ( ) ( )mn mn
k

mnk k,
(0) (1)

,
(3)

where ΔGmn
(0) is the portion of the free energy barrier

contributed by the intramolecular interactions; ΔGmnk
(1) (θμν) is

the portion of the free energy barrier contributed by the
intermolecular interactions between Vμ in state sn and its
neighbor Vν in state sk; θμν is the azimuth of edge VμVν; and m,
n, and k ∈ {1, 2, ..., 6}. Here the summation over ν is taken
through all the vertices that are interacting neighbors of Vμ.
This expression reflects the fact that the folding energy
landscape of individual molecules strongly varies with time and
is highly dependent on changes in the intermolecular
interactions and state changes of their neighbors. For instance,
when all of the interacting neighbors of Vμ fold into F, the
folding energy landscape of Vμ would degenerate to the three
states for the case of single-molecule conditions (Figure S1 in
the SI).
Previous studies involving energy landscape theory have

shown that biopolymer folding is best described as a Kramers-
like diffusive process34 across the energy landscape and that
the folding rate constant is dependent on several aspects of the
folding landscape. For a one-dimensional free energy sur-
face with harmonic wells, the folding rate constant is related to
the shape of the energy landscape, ωDω*/2π, the height of the
energy barrier, ΔG*, and the diffusion coefficient, D0, by the
expression kf = [(ωDω*D0)/(2πRT)] exp(−ΔG*/RT), where
ωD and ω* describe the curvatures of the energy landscape in
the denatured state and the transition state, respectively, R is
the molar gas constant, and T is the absolute temperature. As kf
dt represents the folding probability across the energy barrier
ΔG* in the time interval dt, from eqs 2 and 3 one may obtain
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where ωmn* (m ≠ n) is the curvature in the transition state
between sn and sm in the energy landscape. Equations 2−4
enable computer simulations of the entire process of the folding
transition in the model system that may be directly used to
interpret the real-time AFM observations (see Methods).
The CAN model extends energy landscape theory to the

regime of strong intermolecular interactions in complex
molecular folding systems. It provides an analytic framework
for describing quantitatively how the complex intermolecular
interactions modulate the energy landscapes of individual
molecules and therefore strongly couple their folding dynamics
together at the systems level. It should be noted that this model

can readily be generalized to N-state folding without mathe-
matical modifications of eqs 2−4 simply by expanding the basis
vectors to RN space, where N > 2 is an integer representing the
total number of stable and metastable folding states in a folding
energy landscape. In the computer simulations of the full
folding process, three types of intermolecular interactions,
namely, hydrogen-bonding, excluded-volume,35−38 and electro-
static interactions,39−45 were taken into account in a coarse-
grained fashion (for details, see Methods, Table 1, and note S1
in the SI).

First-Order Approximation in the CAN Model. Using
the Taylor series expansion of Tm(t) around Sm(t), the analysis
of the biomolecular interactions involving the folding dynamics
yields
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where Tμ
(0) is a 6 × 6 probability matrix that describes the effect

of intramolecular interactions on the transition of Sμ(t), Tμν
(1) is

a 6 × 6 × 6 third-order probability tensor that describes the
effect of intermolecular interactions between two nearest
neighbors Vμ and Vν on the transition of Sμ(t), Tμνγ

(2) is a 6 ×
6 × 6 × 6 fourth-order probability tensor that describes the
effect of intermolecular interactions among three neighbors Vμ,
Vν, and Vγ on the transition of Sμ(t), and so on; here, μ ≠ ν,
μ ≠ γ, and ν ≠ γ. Only terms for the first three orders (zeroth,
first, and second) are shown in eq 3, and other higher-order
items are not displayed. Equation 5 describes how the
intramolecular and intermolecular interactions determine the
cellular-automata rules of our CAN model in a general mathe-
matical form. Although including higher-order items would
increase precision in computer simulations using this model, it
would substantially increase the computational complexity. We
found that to capture the major physical characteristics of the
folding transition, the first-order approximation, which
truncates eq 5 after the second term, is sufficient to produce
simulation results that are well-comparable to experiment. The
component Tμ,mn

(0) of Tμ
(0) represents the probability that Sμ(t)

transitions from sn to sm (m, n ∈ {1, 2, ..., 6}) as a result of the
intramolecular interactions. This means that all Tμ

(0) are the
same (i.e., Tμ

(0) = T(0) for μ ∈ {1, 2, ..., M}, where M is the total
number of biomolecules). Because the intermolecular inter-
actions might not be isotropic, the third-order tensors Tμν

(1) may
be functions of the azimuth θμν of edge VμVν;

40−44 that is,
Tμν

(1) = T(1)(θμν) for any Vμ and its interacting neighbor Vν. The
component Tmnk

(1) (θμν) of T(1)(θμν) represents the probability
that Sμ(t) transitions from sn to sm contributed by the inter-
molecular interactions between Vμ in state sn and its neighbor
Vν in state sk (m, n, k ∈ {1, 2, ..., 6}). Thus, eq 5 may be
simplified in the first-order approximation as

∑≈ + θμ
ν

μν νSt tT T T( ) ( ) ( )(0) (1)

(6)

Here the summation over ν includes all of the vertices Vν that
are the interacting neighbors of Vμ. This is the tensor
representation of eq 2.

Comparison between Experiments and Simulations.
We simulated the entire folding process using the CAN model
to track in real time the folding-state changes of 16 million
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DNA molecules in an area of 8 μm × 8 μm at single-molecule
resolution (see Methods). Comprehensive comparisons
between experiments and simulations (Figures 2, 3, and 5;
also see note S2 and Figure S6 in the SI) revealed that the
transiently self-organized pattern is a manifestation of the
coexistence of I1, I2, T23, I3, and F emerging in nonequilibrium
thermodynamic states. The topological features of the self-
organized pattern were well-captured in the computer
simulations (Figure 2G,H). Each folding state shows its own
distinctive topological features (see the Figure 2 legend and
Table S1 in the SI). The qualitative features of time-dependent
evolutions of the folding states observed in AFM imaging were
also reproduced in the simulations (Figure 3A,B and Figure S6;
see note S2 in the SI for a detailed description). Taken together,
these allowed us to measure experimentally their structural and
dynamic properties. For example, the topographic heights of
I1, I2, T23, I3, and F were measured to be 9.5 ± 0.5, 6.5 ± 0.5,
10.0 ± 0.5, 6.5 ± 0.5, and 4.5 ± 0.5 nm, respectively (Figure S3
in the SI). These are well-consistent with the theoretical expecta-
tions (10.2, 6.8, 10.2, 6.8, and 4.9 nm, respectively). The dynamic
evolution of the percent population of each state remarkably
achieved quantitative agreement between the experiments and
computer simulations (Figure 5A), confirming the applicability of
the CAN model.
Misfolding and Folding Pathways. The experimental

identification of the misfolding and folding pathways (Figure
4D), which were verified in the computer simulations (see the
movie in the SI), suggests that the nanoscale self-organization
behavior is a direct consequence of thermodynamic com-
petitivity between the off-pathway and on-pathway intermedi-
ates. Our results revealed that those individuals in the molecular
population fold into off-pathway and on-pathway intermediates
simultaneously (Figures 4B,D and 5A). Remarkably, the three
intermediates and F show simultaneous nucleation and growth
(see Figures S4−S6 and the movie in the SI), but the pathways
of neighboring molecules are strongly coupled. As a result, the
F nuclei prefer to emerge from the I3 domains rather than the I2
domains (Figures 2 and 3 and Figure S4 in the SI), confirming
that only I3 is on-pathway. Because I1 is less stable than I2 and
I3, their thermodynamic competition strongly suppresses
the growth of I1 nuclei, limiting the sizes of I1 nanoclusters
to ∼150 nm. Interestingly, the competition between I2 and I3 gives
rise to the quasi-static T23 interfaces between their domains as a
result of their comparable thermodynamic stabilities.
Misfolding Competitivity. In the absence of intermolecu-

lar interactions, folding cooperativity merely makes sense of the
intramolecular conformational dynamics. In the presence of large-
scale intermolecular interactions, folding cooperativity may be
understood on two levels. One is the intramolecular cooperation
between the foldings of distinct intramolecular domains. The
other is the intermolecular cooperation between the foldings of
neighboring biomolecules, which reflects the scenario that the
on-pathway folding of a biomolecule facilitates and promotes the
on-pathway folding of its neighbors. In this study, we mainly
focused on the latter, in that the former would best be addressed
under conditions of no strong intermolecular interactions. Figure 5B
depicts the dynamic quantification of off-pathway misfolding
behavior, the degree of which is indicated by the percent popula-
tion trapped in the off-pathway intermediates relative to that
for on-pathway folding (see the Figure 5 legend for details). The
first-order derivatives of the dynamics approximately indicate
the relative degree of misfolding competitivity versus folding
cooperativity (Figure 5C). The second-order discontinuity in

Figure 5. Dynamics of misfolding competitivity vs folding
cooperativity. (A) Percent populations of the misfolding and folding
intermediate states as functions of folding time obtained from
experimental measurements (open circles with error bars) and
computer simulations using the CAN model (solid lines), showing
good agreement between experiment and theory. (B) Quantification
of misfolding vs folding. The degree of misfolding (red curve) was
quantified by summing the percent populations of the off-pathway
intermediates I1, I2, and T23. The degree of folding (black curve) was
similarly quantified by summing the percent populations of the on-
pathway intermediate I3 and F. Solid lines and open circles represent
results from computer simulations and experimental measurements,
respectively. (C) First-order derivatives of the two curves shown in
(B) obtained by computer simulations, demonstrating the second-
order discontinuity with respect to the time-dependent population
dynamics of misfolding and folding shown in (B). The first-order
derivatives approximately indicate the relative degree of misfolding
competitivity (red curve) vs folding competitivity (black curve). The
corresponding inflection, where the second-order discontinuity occurs,
is marked by the red arrow. This effect is attributed to the strong
intervention of misfolding competitivity against folding cooperativity.
The overall folding process may be understood as a competition stage
followed by a cooperation stage. The end of the competition stage is
defined by the percent population of misfolding intermediates that is
half of its maximum.
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the dynamics is a hallmark of the strong intervention of
misfolding competitivity against intermolecular folding coop-
erativity (Figure 5B,C). It has been a puzzle whether the off-
pathway misfolding would be irreversible and lead to dead
ends.9 Our results clarify that this may not necessarily be the
case: to our surprise, the folding cooperativity may still
dominate the molecular population at the late stage of the
folding transition (Figure 5B,C). In this case, the free energy of
the native structure is sufficiently lower than that of the off-
pathway misfolding structures (Figure 4B) so that the intermo-
lecular interactions do not fully compensate for the loss in
intramolecular energy during the enthalpically driven aggrega-
tion of neighboring chains. Notably, within the same off-
pathway misfolding intermediates, the formation of intermo-
lecular interaction networks shows enthalpy-driven coopera-
tion, which nevertheless has an adverse effect that promotes the
thermodynamic competition between the off-pathway and on-
pathway intermediates. Taken together, our findings suggest
that the entire folding transition obeys a paradigm in which
thermodynamic competition dominates the early stage of
folding and is then followed by an intermolecular coopera-
tion stage. This may be succinctly called a competition−
cooperation−condensation mechanism, in accordance with the
nucleation−condensation mechanism previously proposed for
biopolymer folding under conditions with no intermolecular
interactions.2−5 However, it remains unclear how the sup-
pression of intermolecular folding cooperation affects the
intramolecular folding cooperation; this question is expected to
be addressed in the future.
This study has unraveled several novel aspects of biopolymer

folding properties that were missing in the absence of large-
scale intermolecular interactions. Previous studies underscored
the crucial role of folding cooperativity.6−17 This study has
revealed how complex intermolecular interactions induce strong
thermodynamic competitivity. This highlights the misfolding
competitivity as a factor that is equally important as the folding
cooperativity in determining the folding dynamics when strong
interpathway coupling happens. Furthermore, the phase
transition behaviors in those well-studied many-body sys-
tems39−45 often involve simple, elemental interactions between
particles or molecules. In this system, the perplexing variation
of intermolecular interactions with conformational changes in
misfolding and folding confer multiplex phase transitions in
which phase separations occur along multiple pathways
simultaneously and are transiently self-organized into spatio-
temporal patterns. These behaviors are expected to reflect
the general properties of frustrated biomolecular systems in the
regime of strong intermolecular interactions, although the com-
plex folding system in this study is different from in vivo
biopolymer folding systems in cells. The folding of proteins and
nucleic acids in cells proceeds in a highly heterogeneous and
complex composition and is in many cases biologically gover-
ned by chaperones that individually facilitate the correct folding
process of the biopolymer molecules.46 Hence, even at high
copy numbers, the nearest neighbors during folding in cells are
most likely to be chaperones or heterogeneous molecules. In
contrast, the system in this study is highly homogeneous in
composition, and the large numbers of identical molecules
make it closely relevant for biopolymer nanomaterials or
crystallization of highly pure and concentrated biopolymer
systems.

■ SUMMARY
In this work, we have directly visualized the nanoscale
thermodynamic competitivity of biopolymer folding arising
from large-scale intermolecular interactions. A simple statistical-
mechanical model was established to explain diverse experi-
mental observations with a single set of parameters (see Table 1).
Our results sculpture a novel concept of misfolding com-
petitivity, in contrast to the established concept of folding
cooperativity. We show that in the presence of large-scale inter-
molecular interactions, the intervention of misfolding competi-
tivity against folding cooperativity makes the folding behavior
strongly deviate away from purely cooperative dynamics. Look-
ing forward, the CAN model formulation provides a mathe-
matical framework for investigating other complex biomolec-
ular systems. This may be of general utility in understanding
how large-scale complex intermolecular interactions correlate
with structural dynamics of individual biomolecules together at
the systems level. The quantitative insight into the folding and
misfolding mechanisms under such complex conditions should
assist biologically inspired engineering of high-order nanostruc-
tures and nanomachines.

■ METHODS
Sample Preparation. Au(111) surfaces were obtained by evapora-

ting gold on newly cleaved mica surfaces, annealed at 350 °C for
60 min. The mica was cleaved before use. The DNA sequence used
was 5′-AAAAAAAAAACCCTAACCCTAACCCTAACCC-3′ with the
5′ end modified by a thiol group (−SH). The DNA molecules were
synthesized by the standard procedure and purified by polyacrylamide
gel electrophoresis. 5′-Thiolated DNA was dissolved in 100 mM
phosphate-buffered saline (pH 4.5) with 100 mM NaCl to give a final
concentration of 1 μM. The DNA solution was heated to 80 °C for
5 min, allowed to anneal to 20 °C, and then applied to the newly
prepared Au(111) surface over an area of ∼1 cm2 for 24 h at 4 °C to
achieve a compactly self-assembled monolayer of i-motif structures.

Atomic Force Microscopy. AFM imaging was performed in PBS
using a Molecular Imaging PicoPlus II system (Agilent) with MACLever
cantilevers fixed on a small-range scanner controlled by a Picoscan 2500
controller. The cantilevers used (force constant, 0.1 N/m; length, 140 μm;
thickness, 0.6 μm; mean width, 18 μm; resonant frequency in buffer
solution, 28−30 kHz) were type-IV MACLevers (Molecular Imaging,
Agilent). All images were obtained in tapping mode driven by
magnetic fields [magnetic AC (MAC) mode]. The use of MAC mode
has been shown to result in a decreased extent of disturbance of the
underlying biomolecules and the solution around them by the cantilever
in comparison with tapping mode driven by acoustic mechanical
oscillation.31

Refolding Experiments and Real-Time Observations. After
the model system was self-assembled at pH 4.5, it was first scrutinized
by liquid-phase AFM at both pH 4.5 and pH 8.5 to ensure quality of
the molecular self-assembly. Samples with insufficient self-assembly
density or surface coverage were abandoned. The DNA molecules
were denatured at pH 8.5 before the beginning of the refolding
experiments. High-resolution liquid-phase AFM required 5−7 min to
complete the scanning of each image. However, the single molecules
fold on a time scale of seconds,19 and the entire DNA array may
complete folding in several minutes when supplied with sufficient
protons.21 This means that the folding rate had to be slowed by 1−2
orders of magnitude to allow AFM to capture the folding inter-
mediates. By repeating the experiments about a hundred times, we
found three methods to perform this task, each resolving one aspect of
the experimental issues and providing information complementary to
the others. In the first method, we repeated AFM scanning of only two
images each cycle immediately after the pH value of the folding buffer
was decreased by 0.5 over the range from pH 8.5 to 4.5. The pH
titration was done by fully exchanging the folding buffer in situ at the
AFM imaging site with 500 μL of folding buffer with a decreased pH
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value. This method allowed the overall topographic changes of the
folding transition to be captured (Figure 1). However, it was not
possible to capture the detailed microscopic coarsening of the folding
intermediates by this method because of the dramatic topographic
change upon the decrease in pH by 0.5. In the second method, we
solved this problem by directly changing the pH value from 8.5 to
5.5 and simultaneously decreasing the volume of the folding buffer to
100 μL in a single cycle of buffer exchange. We then rapidly searched
across the areas around the original imaging site in a range of 50 μm ×
50 μm. The folding rates across different local areas were not
homogeneous because the in situ exchange of the folding buffer could
only be realized by injecting new buffers from one side of the buffer
reservoir, which gave rise to inhomogeneous pH changes across the
imaging areas. For this reason, we speculated that there were certain
areas where the folding transition was slowed by 2 orders of magnitude
at the middle stage of folding but still kept proceeding at a rate
matching the time resolution of AFM. Following this idea, we did find
such areas and kept repeating AFM imaging at the same areas, though
most other areas were observed to complete folding on the time scale
of the first frame of AFM imaging after the pH adjustment. This
enabled the real-time observation of the mesoscopic coarsening of the
F domains by AFM phase imaging (Figure 3A). However, the topo-
graphic images were found to be unclear because of dramatic motions
of the molecules, which gave rise to false z-feedback of AFM control
system (Figure S5 in the SI). In the third method, we solved this
problem by fully stopping the folding at its middle stage. After finding
out the areas that showed the mesoscopic coarsening of the F domains,
we decreased the volume of pH 5.5 folding buffer to 30 μL. The
insufficient number protons in the smaller volume of folding buffer
caused certain areas to stop folding at the middle stage. This allowed
clear high-resolution topographic imaging of the folding intermediates
(Figure 2).
Computer Simulations. The implementation algorithm for the

computer simulations was strictly based on the CAN model as
described in the Results and Discussion. In brief, the algorithm first
calculates Pm(t) for each vertex using the current state Sm(t) and then
updates the state to give Sm(t + dt) at the next time step using the
calculated Pm(t). This process starts with all vertex states being set as
s1 and is iterated until all vertex states are changed to s6. The off-
diagonal components of T(0) and T(1)(θμν) used in the simulations
were estimated from eq 4 and are provided in Table 1. To visualize the
simulations, the CAN was mapped to a bitmap image in which a unit
array of 2 × 2 pixels represents a molecule. The unit pixel arrays were
packed into a rhombic lattice in a square of the bitmap. Each folding
state was represented by a different color, and the colors were chosen
for the convenience of comparison with experiments. The simulation

program was written in the standard C language. To simulate the
folding transition in an 8 μm × 8 μm area, a bitmap size of 8000 ×
8000 pixels was used, corresponding to 4000 × 4000 DNA molecules.

All of the simulation results presented in this paper were based on
a single set of parameters (Table 1). The simulation program is
available upon request. The parameters used in the CAN simulations
fall into two categories: T(0) and T(1). T(0) represents the portion of
the state-transition probability contributed solely by the intramolecular
interactions, whereas T(1) represents the part contributed by the
intermolecular interactions. Each nonzero component of T(0) and
T(1)(θμν) represents an accessible state transition on the folding
pathways. Since there are only three on-pathway states (U → I3 → F),
only T15

(0), T16
(0), and T56

(0) should be nonzero, because the intramolecular
interactions alone account for the state-transition probability of on-
pathway folding. Specifically, T15

(0) and T16
(0) correspond to the nuclea-

tion rates of I3 and F from U, respectively, and T56
(0) corresponds to the

folding rate from I3 to F. The parameters of T(1) can also be further
classified into two major categories: (a) nucleation rates of folding/
misfolding intermediates and (b) the growth rates of intermediates
and F. The parameters of the form T1nk

(1) are in category (a). If a
molecule folds into an on-pathway state (I3 or F), it can be considered
less probable that this molecule will form intermolecular hydrogen
bonds with its neighbors, and thus, it should not affect the nucleation
rate of the off-pathway intermediates among its neighbors because of
the tight structure of the i-motif and short quadruplex. This means that
when k = 4, 5, or 6, T1nk

(1) should be zero for n = 2 and 3. On the other
hand, for a molecule that has folded into an on-pathway state (I3 or F),
its neighbors that are in off-pathway intermediate states should have
no effect on the nucleation rate of I3 or F in this molecule. This means
that when k = 1, 2, 3, or 4, T1nk

(1) should be zero for n = 5 and 6. These
rationales can be generalized to a basic rule: the components
corresponding to thermodynamically insignificant or impossible state
transitions are set to zero. It is not difficult to apply this rule to the
other Tmnk

(1) parameters in category (b). Specific attention was paid to
the anisotropic intermolecular interactions of the molecules in the on-
pathway states (I3 and F). The anisotropic growth of the I3 and
F domains is reflected in the dependence of T155

(1) (θμν) and T566
(1) (θμν)

on θμν. T155
(1)(θμν) and T566

(1) (θμν) were empirically fit to the expressions
f(θμν) = exp[3.6 − 3.6/cos(θμν)] and g(θμν) = exp[4.2 − 4.2/
cos(θμν)], respectively. We also tested the sensitivity of the simulation
outcomes against each parameter. We found that the results are highly
sensitive to T(1): whenever a T(1) parameter was changed by more than
1 order of magnitude, there were always essential changes in features
that were remarkably inconsistent with the experimental observations.
Only the single set of parameters shown in Table 1, which strictly cor-
respond to the folding/misfolding pathways summarized in Figure 4D,

Table 1. Components of T(0) and T(1)(θμν) Used in the Computer Simulationsa

mn

k 12 13 15 16 23 34 43 45 56

T(0) 0 0 6 × 10−10 10−9 0 0 0 0 8 × 10−9

T(1) 1 8 × 10−8 9 × 10−11 0 0 0 0 0 0 0
2 9.9 × 10−4 7 × 10−9 0 0 0 0 0 0 0
3 0 7 × 10−2 0 0 1 × 10−4 0 10−6 0 0
4 0 0 0 0 0 6 × 10−4 0 0 0
5 0 0 1.5 × 10−1 f(θμν) 0 2 × 10−3 9 × 10−3 0 5 × 10−6 0
6 0 0 4 × 10−2 10−6 4 × 10−3 5 × 10−2 0 10−1 4 × 10−2 g(θμν)

aThe labels m, n, and k refer to the component subscripts of T(0) and T(1)(θμν) according to the representations: Tmn
(0) and Tmnk

(1) (θμν). The diagonal
components (not shown) were calculated according to the normalization constraint. Each nonzero component of T(0) and T(1)(θμν) represents an
accessible state transition on the folding pathways. Components corresponding to thermodynamically insignificant or impossible state transitions
were set to zero. Although there are 63 off-diagonal components in total for T(0) and T(1)(θμν), only 21 are nonzero. One of the advantages of our
CAN model is that it allows a possible folding pathway to be tested simply by setting its corresponding T(0) or T(1)(θμν) component to either zero
(negative test) or a significant probability (positive test). One may readily find out that the significant probabilities shown in this table strictly
correspond to the folding pathways shown in Figure 4D. These significant probabilities were estimated from ΔG(0) and ΔG(1)(θμν) according to eq 4.
There are rich existing publications providing basic (though partial) thermodynamic data for the estimation of ΔG(0) and ΔG(1)(θμν) for the model
system.47−52 The anisotropic growths of the I3 and F domains are reflected in the dependence of T155

(1) (θμν) and T566
(1) (θμν) on θμν. T155

(1)(θμν) and
T566
(1) (θμν) were empirically fit by the expressions f(θμν) = exp[3.6 − 3.6/cos(θμν)] and g(θμν) = exp[4.2 − 4.2/cos(θμν)], respectively.
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was used in all of the simulations presented in this paper that achieved
agreement in all measurable aspects. After more than 100 runs of
the simulation program with changed nonzero parameters, we did not
find a nonzero parameter that could be changed freely (or by more
than 1 order of magnitude) without destroying particular features
corresponding to our experimental observations.
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(30) Kang, C.; Berger, I.; Lockshin, C.; Ratliff, R.; Moyzis, R.; Rich, A.
Proc. Natl. Acad. Sci. U.S.A. 1994, 91, 11636−11640.
(31) Han, W.; Lindsay, S. M.; Jing, T. Appl. Phys. Lett. 1996, 69,
4111−4113.
(32) Stark, M.; Moller, C.; Muller, D. J.; Guckenberger, R. Biophys. J.
2001, 80, 3009−3018.
(33) Wolfram, S. Rev. Mod. Phys. 1983, 55, 601−644.
(34) Kramers, H. A. Physica 1940, 7, 284−304.
(35) Carlon, E.; Orlandini, E.; Stella, A. L. Phys. Rev. Lett. 2002, 88,
No. 198101.
(36) Chang, S.; Mao, Y.; Luo, C.; Ouyang, Q. J. Phys.: Conf. Ser.
2006, 29, 18−26.
(37) Kafri, Y.; Mukamel, D.; Peliti, L. Phys. Rev. Lett. 2000, 85, 4988−
4991.
(38) Baiesi, M.; Orlandini, E.; Stella, A. L. Phys. Rev. Lett. 2003, 91,
No. 198102.
(39) Ha, B. Y.; Liu, A. J. Phys. Rev. Lett. 1997, 79, 1289−1292.
(40) Lorman, V.; Podgornik, R.; Zeks, B. Phys. Rev. Lett. 2001, 87,
No. 218101.
(41) Harreis, H. M.; Kornyshev, A. A.; Likos, C. N.; Löwen, H.;
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